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I Let’s talk about cars

Speed

Miles/Km per hour
Max speed ..................................................... :

Time to max speed Time
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I Let’s talk about cars
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I Let’s talk about cars
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' Let's talk about streaming data processing
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' Let's talk about streaming data processing

Data stream
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I Streaming workloads use cases
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Application Connected Financial data, Real-time anomaly
click streams devices, loT stock tickers and fraud detection
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' Streaming workloads characteristics
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" Consistent workloads

Records flow ® :

Messages/sec
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I What is a spiky workload?

Records flow

Messages/sec

Growing backlog, delayed processing




I What is a spiky workload?

Records flow

Overprovisioned capacity, can get expensive

Messages/sec

A
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Amazon Managed
Streaming for
Apache Kafka

(Amazon MSK)

Apache Kafka

Amazon Kinesis @
&

Data Streams

' Serverless streaming on AWS
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' Let's talk about streaming data processing

Common
Concurrency techniques What’s new

Event source ESM-specific Action items
mappings techniques
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' Understanding Lambda concurrency

AWS Lambda
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I Understanding Lambda function concurrency
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I Understanding Lambda function concurrency
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I Understanding Lambda function concurrency
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' Understanding Lambda function concurrency
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' Understanding Lambda function concurrency

Invoke 5

Invoke 6
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' Understanding Lambda function concurrency

Invoke 7

Invoke 8
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Invoke 10
Invoke 11
Invoke 12

Invoke 13
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' Understanding Lambda function concurrency

A Time



' Understanding Lambda function concurrency

Invoke 10

Invoke 11

Invoke 12

Invoke 13

Active

Ll A Time
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' Understanding Lambda function concurrency

ConcurrentExecutions

Active

Idle
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- Concurrency scaling rate — per function

Account Concurrenc

concurrency

b L) 1,000 execution

environments at t=0

1,000 additional execution
environments every 10

1,000
seconds

Time
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- Concurrency scaling rate - per function

Target Lambda @0 : Q

Count

FromO0 to 16K

15,000
10,000

5,000

13:23 13:23 13'[4 13:24 13:25 13:25 13:26 13:26 1127 13:27

13:15 13:24 13:34 13:44 13:54 14:04 14:14

@ ConcurrentExecutions
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I Lambda monitoring

Invocation duration (P95) @ : Concurrent executions (P95) (O
Milliseconds Count
5,000 130.00
2,750 \ 75.00 ‘\
500 20.00
22:00 2205 2210 2215 22:00 2205 22:10 22:15
® Duration © ConcurrentExecutions

 I[Invocations  Duration
* Errors

 ConcurrentExecutions
 Throttles

 ClaimedAccountConcurrenc
y
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. Event sources

Amazon Managed
Streaming for
Apache Kafka
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Apache Kafka

Amazon Kinesis
Data Streams
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I Event source mappings

Amazon Managed
Streaming for

Apache Kafka Invoke
Poll Event source M;
Apache Kafka o mappings .
(aka pollers) m, Function
Invoke
Amazon Kinesis
Data Streams
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I Event source mappings

Event source mappings
(aka pollers)
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. Improving throughput
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' Improving throughput - concurrency
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' Improving throughput - duration
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| Improving throughput filtering
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' Improving throughput - batching
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I Improving throughput
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Parallelize data Reduce processing Filter irrelevant Batch
processing duration messages out messages
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' Event source mapping - polling

Batch window - optional

The maximum amount of time to gather records before invoking the function, in seconds.

0

When the batch size is greater than 10, set the batch window to at least 1 second.

Short Long

polling polling

(0 seconds) (up to 300 seconds)
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Event source mapping - filtering

1f (message.data['fleet_id']==="fleet-452"' && message.data['tire_pressure'<32]){
processMessage(message);
} else {
// Do nothing

Filter criteria

Define the filtering criteria to determine whether or not to process an event. Each filter must be in a valid JSON format. Lambda processes
an event if any one of the filters are met. Otherwise, Lambda discards the event. Learn more.

{

"data": {
"fleet_id": ["fleet-452"],
"tire_pressure": [{"numeric": ["<", 32]}]
}
)

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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' Event source mapping - filtering

10,000 loT sensors, emitting a telemetry message every minute
Total ~450M messages/month
Lambda function with 256 MB, average duration 300ms, 50ms when doing nothing

~2.2% of messages result in action

Without filtering With filtering
Total messages to process 450M
Actionable messages 10M 10M
Irrelevant messages 440M 0]

Total compute cost $200 $15

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Event source mapping - filtering

10,000 loT sensors, emitting a telemetry message every minute

Total ~450M messages/month

Lambda function with 256 MB, average duration 300ms, 50ms when doing nothing
~2.2% of messages result in action

92% cost

reauction
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I Event source mapping - batching

aws

S

Batch size - optional

The number of records in each batch to send to the function.

10

The maximum is 10,000 for standard queues and 10 for FIFO queues.
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I Event source mapping - invoker
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Batching Batch Batch size
window has is full 5 is 6MB
elapsed
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Event source mapping - laC

resource "aws_lambda_event_source_mapping" "example" {

levent_source_arn =

aws_msk_cluster.example.arn

Event source

function_name =

aws_ lambda_function.example.arn

batch_size = 100
maximum_batching_window_in_seconds = 20 Batch size and window
filter_criteria {
filter {
pattern = jsonencode({
body = {
Temperature : [{ numeric : [">", 0, "<=", 100] }]
Location : ["New York"]
}
})
}
} Filter criteria

}

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Event source
specific techn
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' Streaming event source types

Producer Consumer
Producer A Consumer
~ NN
N NA
Producer N Consumer
Producer f Consumer
Producer §g Consumer
Producer Consumer
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' Streaming event source types
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7& Kinesis stream

§€ Kafka cluster

Shard 1

PPPPPP

Broker 1

Topic A

Partition O

PPP

Partition 1

A d 2

Shard 2

PPPPPP

Broker 1

Topic A

Partition O

PPP

Partition 1

A d

Shard 3

PPPPPP

Broker 1

Topic A

Partition O

PPP

Partition 1

A d 2




Terminology
Kinesis Kafka
Stream Topic
Shard Partition
lterator Age Offset Lag
Broker
Cluster

Data “records”, “events”, "messages” are used interchangeably

aws’ © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved



| Kafka partitions/Kinesis shards

aws

S

Producer

Producer

Producer

Producer

Producer

Producer
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Kafka topic / Kinesis stream

Partition O / Shard 1

Partition 1 / Shard 2

Partition 2 / Shard 3

new

Consumer

Consumer

Consumer

Consumer

Consumer

Qld

Consumer




I Kafka partitions/Kinesis shards

Producer

Producer

Producer

Producer
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Amazon Kines
Data Stream
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' Consuming Kinesis Data Stream

Producer

Producer

Producer

Producer

Producer

Producer

aws
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Shard 2
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Consumer

Shard 4
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-I Consuming Kinesis — shared-throughput (standard)

Kinesis stream

3
g Consumer .
7D
Consumer F
Shard 1
Sreads/ | Shared throughput
Shard 2 e | consumer ~200 latenc
2MB/sec | y
(polling) |
Shard 3 | Consumer F
Shard 4
| Consumer *
J
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I Consuming Kinesis — enhanced fan-out (EFO)

Kinesis stream

r

Shard 1

Shard 2

Shard 3

Shard 4
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2MB/sec
per
consumer

(pushing)

Consumer

Consumer

Consumer

Consumer

Consumer
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Dedicated
throughput

Latencies as low
as 70ms

Does not contend
with 2MB/sec
standard
consumers

Up to 20 EFO
consumers per
stream



I Consuming Kinesis with Lambda ESM

Kinesis stream

parallelization-factor=1

&

Shard 1

Event source mapping
(aka Kinesis consumer)

Poller

(poll, filter, batch, invoke)

L ) DPDB

Shard 2

R0

Poller

(poll, filter, batch, invoke)

—— QOB

Shard 3

Poller

(poll, filter, batch, invoke)
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I Consuming Kinesis with Lambda ESM

Kinesis stream

parallelization-factor=2

&

0Nl 12,

Shard 1

Event source mapping
(aka Kinesis consumer)

0yl 2

Poller

(poll, filter, batch, invoke)

0Ny 123

Shard 2

R0

Poller

(poll, filter, batch, invoke)

N

o) B

Shard 3

Poller

(poll, filter, batch, invoke)

0y 12
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Kinesis monitoring

IteratorAge Duration

Milliseconds Milliseconds

18.3M e 300k

!“,lul'

wialuN

2.44k - | 259 xeteorul)

19:00 22:00 01:00 04:00 07:00 10:00 13:00 . 19:00 22:00 01:00 04:00 07:00 10:00 13:00 16:00

@ iteratorAge @ Duration Minimum Duration Average @ Duration Maximum

S

PutRecords.Success &
GetRecords.Success

IncomingBytes / IncomingRecords
OutgoingBytes / OutgoingRecords
IlteratorAgeMilliseconds
ReadProvisionedThroughputExceeded
WriteProvisionedThroughputExceeded lteratorAge

G
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I Iterator age is growing rapidly?

- How many Lambda functions are subscribed to the stream?
* Does the Lambda function show any errors or throttles?

* Is there a large increase in IncomingRecords or
IncomingBytes?

* Update Lambda to log records causing errors and return
successfully

» Scale Lambda concurrency with parallelization factor
 Increase memory allocated to the Lambda function

aws
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I Consuming Kafka with Lambda - scaling

Kafka topic

Event source mappings
Partition 0 (aka pollers)

Partition 1

Poller

(poll, filter, batch, invoke)
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I Consuming Kafka with Lambda - scaling

Kafka topic
AN i
Event source mappings
Partition 0 (aka pollers)
S poler  h— () DDDB
Partition 1 (poll, filter, batch, invoke) 4 4 4 &

. Poller . 5 BHB
iauﬁn‘Ll/' (poll, filter, batch, invoke) BEB
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I Consuming Kafka with Lambda - scaling

H— N DBDB

— OB

Kafka topic
NS i
Event source mappings
Partition 0 (aka pollers)
1]2]1]2 Poller
Partition 1 (poll, filter, batch, invoke)
1]2)3, Poller
(poll, filter, batch, invoke)
Partition 2
Poller

(poll, filter, batch, invoke)

— O0ED

aws
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' Kafka monitorinc

offsetlag-demo * .

Th 3h 12h 1d 3d 1w Custom C Tm ¥ o

Lambda OffsetLag : Lambda Duration

Miliseconds

Joun

3,804

PartitionCount NS

BytesinPerSec ==
BytesOutPerSec
MaxOffsetLag

OffsetlLag OffsetlLag
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https://docs.aws.amazon.com/lambda/latest/dg/monitoring-metrics.html

But what if...

“My Kafka workload is very
spiky, latency sensitive,
and requires faster,
predictable performance”

S



I Announcing Provisioned Mode for Kafka ES

fif 47
ﬁﬂu 1O N

Configurable minimum and Faster scaling, great for
maximum number of latency-sensitive
always-on event pollers workloads

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved



I Announcing Provisioned Mode for Kafka ES

¥ Configure provisioned mode - new

Select to configure provisioned mode for your event source mapping. You can configure the minimum event
- - - . z
pollers, the maximum event pollers, or both. For more information, see the documentation L- For

pricing estimates, see the pricing page 2.

Minimum event pollers
If blank, Lambda sets a value of 1.

A l

Specify a whole number between 1 and 200.

Maximum event pollers
If blank, Lambda sets a value of 200.

50 l

Specify a whole number between 1 and 2000.

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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| Let’s see the performance difference

» =2 » B

Producers

* Record size 1.5KB  MSK cluster » BatchSize = 50
* Random partition key « 2 brokers * Batching window = 1 sec
* Initial traffic — 3,000 * 1 topic * Mean duration = 200ms
records / second * 100 partitions  Min pollers =5
 Traffic spike — 9,000
records / second

aws’ © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved



On-demavnd vs. provisioned ESM performance

Records flow

Kafka ESM — on-demand mode

Messages/sec

15,000

e O~

3000 records/sec

N~

0

16:00 16:05

16:10 16:15

16:20
@ published rec/sec @ Consumdd & processed rec/sec

16:25 16:30

aws A
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On-demand vvs. provisioned ESM performance

Records flow

Kafka ESM — on-demand mode

Messages/sec

15,000

N~

0

16:00 16:05 16:10

16:15
@ Published rec/sec @ Consumed & processed rec/:

16:20 16:25 16:30

aws A
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- On-demand vs. provisioeed ESM performance

Records flow Kafka ESM 4 on-demand mode @
Messages/sec
15,000
10,000 9000 records/sec /\
T

5,000

0

16:00 16:05 16:10 16:15 16:20 16:25 16:30

@ published rec/sec @ Consumed & processed rec/sec
s ~- A
~7 minutes

aws
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- On-demand vs. provisioned ESM pevrformance

Records flow Kafka ESM — on-demand mode @
Messages/sec
15,000 /
10,000 9000 records/sec /\
T
5,000
0
16:00 16:05 16:10 16:15 16:20 16:25 16:30
@ published rec/sec @ Consumed & processed rec/sec
s ~- A
~7 minutes
adWws
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I On-demand vs. provisioned ESM perl‘ormancev

Records flow Kafka ESM — on-demand mode O
Messages/sec
15,000
10,000 9000 records/sec /\
+
5,000
(o}
16:00 16:05 16:10 16:15 16:20 16:25 16:30
@ published rec/sec @ Consumed & processed rec/sec
e SN _
B, g7 P, 4R
~7 minutes ~15 minutes
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- On-demand vs. provisioned ESM performance

Records flow

Kafka ESM — on-demand mode

Messages/sec

15,000

10,000

5,000

0
16:00 16:05

16:10 16:15
@ Published rec/sec @ Consumed & processed rec/sec

16:20 16:25 16:30

Records flow

Messages/sec

Kafka ESM — provisioned mode (min=>5)

15,000
10,000

- /\

0
18:00

18:05 18:10

18:15
aws @ Published rec/sec @ Consumed & processed rec/sec
N1
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- On-demand vs. provisioned ESM performance

aws
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Consumer Function Kafka ESM — on-demand mode @0 :

Count

3.000M

2.000M

~3,000,000 at peak

1.000M

0
16:00 16:05 16:10 16:15 16:20 16:25 16:30
® OffsetLag (Avg)

Consumer Function Kafka ESM — provisioned mode (min=5) @0 :

Count

3.000M

2.000M

~60,000 at peak

1.000M I

\4

0
18:00 18:05 18:10 18:15 18:20 18:25 18:30
@ OffsetLag (Avg)




' Remember the spiky workload?

Records flow

Messages/sec

8,000

7,000

6,000

5,000

4,000

3,000

2,000

1,000
11:15 11:20 11:25 11:30 11:35 11:40 11:45 11:50
@ Published rec/sec @ Consumed & processed rec/sec
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I Event source mappings observability

Event
sources

PutRecords.Success
GetRecords.Success
IncomingBytes / IncomingRecords
OutgoingBytes / OutgoingRecords
IlteratorAgeMilliseconds
consumer_lag
consumer offset

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Event
source - (e—) Functions
mappings
Invocations
Errors
Throttles
Duration

ConcurrentExecutions
ClaimedAccountConcurrency
IlteratorAge




I Announcing Enhanced ESM Observability %

Detailed out-of-the-box ESM metrics
providing insights into the state of
ingested messages

aW% © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved



I Announcing Enhanced ESM Observability

Event source mapping configuration

& Activate trigger

Select to activate the trigger now. Keep unchecked to create the trigger in a deactivated state for
testing (recommended).

¥ Enable metrics

Monitor your event source with metrics. You can view those metrics in CloudWatch console.
Enabling this feature incurs additional costs. Learn more 2

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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' Announcing Enhanced ESM Observability

aws
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Kinesis ESM

Count

1,200

1,000

200

0
14:26 14:27 14:28 14:29 14:30 14:31 14:32 14:33 14:34

@ polledEventCount @ FailedinvokeEventCount @ InvokeEventCount @ FilteredOutEventCount

14:35

14:36

14:37

14:38

14:39

14:40
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| Announcing Enhanced ESM Observability

aws

S

Kinesis ESM

Count

1,200

@ PolledEventCount
1,000
® InvokeEventCount

800

600

400
@ FilteredOutEventCount

200
o ® FailedinvokeEventCount

14:26 14:27 14:28 14:29 14:30 14:31 14:32 14:33 14:34 14:35 14:36 14:37 14:38 14:39

@ polledEventCount @ FailedinvokeEventCount @ InvokeEventCount @ FilteredOutEventCount

14:40
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l
Announcing Enhanced ESM Observability

Amazon DynamoDB Kinesis data
SQS streams streams

PolledEventCount 7 7 7
FilteredOutEventCount 7 7 7
InvokedEventCount 7 7 7
FailedinvokeEventCount 7 7 7
DeletedEventCount V4

DroppedEventCount v v
OnFailureDestinationDeliveredEventCount v v

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved
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I Improving throughput

w O—': @
Process data
in parallel

N

Reduce processing Filter irrelevant

duration messages out
o o
DDI:IDDD : 3
Al a AQ
X — J|
\/: L J
Batch Gracefully handle
messages failures

aws

© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
N1



| Improving throughput

L
.

Evenly distribute records Buffer at the Increase the number
with partition key producer side of partitions/shards

Increase parallelization Use enhanced
factor (Kinesis) fan-out (Kinesis)

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved
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Next steps

aws
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https://aal80.github.io/reinvent2024-svs217/

Check out these other sessions

SVS321 AWS Lambda and Apache Kafka for real-time data processing (Breakout)
Watch on YouTube in a few weeks

SVS406 Scale streaming workloads with AWS Lambda (Chalk talk)
Thu Dec 05 16:00 - MGM Grand Premier 309

SVS216 Serverless data processing with AWS Lambda and Apache Kafka (Builder)
Wed Dec 04 08:30 - Mandalay Bay Surf B

SVS407 Understanding AWS Lambda event source mapping (Chalk talk)
Wed Dec 04 12:00 - MGM Grand Premier 320

SVS309 Building EDAs with Apache Kafka and Amazon EventBridge (Chalk talk)
Wed Dec 04 08:30 - Caesars Forum Academy 416

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Learn at your
own pace

\¥

AN 74

Expand your serverless
skills with our learning plans
on AWS Skill Builder

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Increase your
knowledge

Use our AWS Ramp-Up Guides
to build your serverless
knowledge
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https://s12d.com/serverless-learning
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